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Abstract 

We investigate the dynamic impact of institutions on economic growth using a panel dataset of 87 

countries divided into two sets of middle-income and high-income for a period covering the years 

2000-2020. The study aims to address certain gaps in the literature with regard to the transition 

mechanism of the impact of institutions on economic growth, the direction of causality, and the 

econometric complications associated with the excessive use of readily available aggregated 

indices. We provide a critical overview of the available institutional indices and construct two 

weighted indices from 21 indicators closely relating to the meaning of the term institutions as the 

rules of the game defined by Douglas North. Then we analyze the role of institutions on the effect 

of investment on economic growth using Generalized Method of Moments (GMM). We also 

examine the direction of causality from economic growth to institutional development. Results 

show that institutions more significantly influence economic growth through investment than the 

total factor productivity channel. While regulatory quality is found to have a larger impact on 

economic performance in high-income countries, improved legal systems and protected private 

property rights are more important for growth in middle-income countries. The results from the 

Granger non-causality test provide evidence for a strong effect of institutional development on 

output in the context of high-income and middle-income countries and a weaker impact of growth 

on institutions in the middle-income group. 

Keywords: Institutions, Property Rights, Regulations, Economic Growth, Transmission 

Mechanism, GMM. 
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1. Introduction 

Institutions are now widely accepted as important factors in explaining economic performance. 

Quality institutions, in particular, economic institutions such as property rights, quality of 

regulations, effective law enforcement mechanisms, institutions for macroeconomic stabilization, 

etc., influence economic growth by making the business environment more predictable via 

establishing a structure on the interactions of the people (Rodrik, 2008). Economic institutions also 

significantly improve resource distribution by reducing rent-seeking activities and encouraging 

efficient investment choices (Iqbal and Daly, 2014). 

Over the last decades, an evolving body of literature has emphasized the crucial role of 

institutions in economic performance (e.g., North, 1990; Acemoglu, Johnson, and Robinson 2001; 

Dollar and Kraay 2003; Rodrik, Subramanian, and Trebbi 2004; Flachaire, García-Peñalosa, and 

Konte 2014; Nawaz 2015). However, certain aspects of the institutions-growth nexus still have 

received relatively less attention and remain ambiguous. In this paper, we re-examine the role of 

institutions in economic growth. Our study differs from the existing literature and contributes to it 

in four significant ways. First, using explanatory factor analysis, we construct two weighted sub-

indices and a composite weighted index of institutional quality. These indices, in our view, more 

closely reflect the idea of institutions as rules of the game than the ones in the existing literature. 

Second, we attempt to disentangle the direct effect of institutions on economic growth from its 

effect on economic growth via investment. Third, we examine whether the impact of the 

institutions of legal system, property rights and regulatory quality on economic growth differs 

among countries categorized by their levels of per capita income.  Finally, we examine the reverse 

causality from growth to institutions as well. 

 To the best of our knowledge, the studies closest in spirit to our work are Dawson (1998) 

and Aparicio, Urbano, and Audretsch (2016). However, these studies are based on readily available 

subjective measures of freedom and liberty. Siddiqui and Ahmed (2013) departs from using 

available indices and constructs three measures of institutions, institutional and policy rents, 

political rents, and risk-reducing technologies. But their study is based on a very short period of 

only 5 years, during which institutions might have hardly changed. Further, the indicators they use 

are associated mainly with economic and political liberty (e.g., political freedom, civil liberty, 

business freedom, press freedom rank, absence of violence) and policy factors (e.g., price control, 
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political competition, voice and accountability). Also, most of these studies rely on estimation 

methods which, in our view, are inappropriate for the research question under consideration. For 

instance, methods like fixed effect and random effect produce inconsistent and biased results in 

the presence of endogeneity and unobserved heterogeneity, which are quite prevalent in the context 

of dynamic panel models. 

In this study, we use an alternative econometric approach which is more appropriate in the 

current context, namely, the generalized method of moments (GMM), which accounts for the 

problems of endogeneity, measurement error, omitted variable bias, and unobserved country 

heterogeneity in dynamic panel models (Bond, Hoeffler, and Temple 2001). The empirical 

investigation is carried out on a sample of 87 countries divided into middle-income and high-

income groups for a period covering the years 2000-2020. Because of data limitations, we were 

compelled to drop the group of low-income countries from this analysis. 

The rest of the paper is organized as the following.  Section two provides an overview of 

the literature. Section three elaborates on the construction of institutional metrics. Section four 

discusses the data and estimation methodology. Section five presents the results, and section six 

concludes the paper. 

2. Literature Review 

There is extensive literature on determinants of growth. Solow (1956) and Swan (1956) 

emphasized the accumulation of physical capital and [exogenous] technological change as the 

main determinants of growth. Mankiw, Romer, and Weil (1992) presented the augmented Solow 

model with human capital. They emphasized human capital as an important determinant of 

economic performance and showed a better fit of the MRW model to the data. The initial works 

by Romer (1986; 1990), Lucas (1988), and Rebelo (1991), with the important contributions from 

Aghion and Howitt (1992) and Grossman and Helpman (1991), introduced a theory of endogenous 

technological change by incorporating R&D and theories of imperfect competition into the growth 

framework (Barro and Sala-i-Martin 2004, 19). In these models, technological advances result 

from purposive R&D activities and determine the long-run growth within the model, thus giving 

rise to the designation ‘endogenous growth theories’ (Barro and Sala-i-Martin 2004, 20). The 

traditional neoclassical growth models, however, largely bypass the role of institutions as the 

important impact factors for factor accumulation, factor productivity, and economic growth. 
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The debate on the role of institutions in promoting economic growth received substantial 

attention over the last few decades. The pioneering work of the New Institutional Economists — 

Ronald Coase (1937; 1960), Douglas North (1990), Olson (1996), Williamson (1998), and Greif 

(1993), among others, emphasize institutions as the key determinant of cross-country differences 

in income. North (1990, 3) defines institutions as “the rules of the game in a society or, more 

formally, the humanly devised constraints that shape human interaction.” Acemoglu and Johnson 

(2005) disaggregated institutions as a combination of three interrelated concepts: 1) the economic 

institutions such as property rights, entry barriers, contract enforcement mechanisms, tax-transfer 

schemes, etc., that govern the structure of incentives (incentives of economic agents to invest, 

make transactions, accumulate factors), and thus affect economic growth. 2) Political power that 

determines the distribution of economic resources and the structure and quality of economic 

institutions, and 3) Political institutions—consisting of institutions that allocate de jure political 

power across groups. In their view, the interactions between these three categories of institutions 

govern the institutional development and the performance of economies. 

Empirical studies have also confirmed the fundamental role of institutional quality in 

economic growth. Knack and Keefer (1995) found that quality bureaucracy, political stability, and 

property rights positively influence economic growth. Hall and Jones (1999) studied the drivers of 

cross-country variations in income using the International Country Risk Guide (ICRG) database. 

They found that the differences in factor accumulation, factor productivity, and growth rate of 

output across countries are driven by differences in the quality of institutions and government 

policies that they refer to as ‘social infrastructure.’ They conclude that the countries with the best 

institutional quality had experienced 25-38 times higher GDP per worker than countries with the 

worst institutions. Rodrik (2000) studied the role of property rights institutions, macroeconomic 

stability, conflict management, and institutions of social insurance. He asserted countries with 

better institutional capacity recorded a higher growth rate. 

The empirical literature on the role of institutions received a big boost after the hugely 

influential work of Acemoglu, Johnson, and Robison (2001). They used colonial history to derive 

econometric identifications and found that European settlers’ mortality rate might be used as an 

indicator of how good or bad the institutions were in a colonial country and, thereby, which country 

had grown richer and which fell behind. Settlers’ mortality rate as a proxy for institutional quality 
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is highly criticized in the literature (e.g., Albouy, 2012; Lloyd and Lee, 2018). Out of the 64 

countries in their sample, only 28 countries have settlers’ mortality rates that originate within their 

borders; the other 36 countries are giving rates based on the authors' presumption of the similarity 

of disease environments (Lloyd and Lee, 2018). Acemoglu, Johnson, and Robinson (2002; 2005) 

showed that institutional capacity has a stronger impact on an economy’s long-term growth than 

short-run performance. And Olson, Sarna, and Swamy (2000) and Méon and Weill (2005) 

concluded that countries with strong institutions exhibit higher total factor productivity.  

Rodrik, Subramanian, and Trebbi (2004) provided a comparative study of the effects of 

geography, trade, and institutions on income levels in a sample of 80 countries. Their results 

indicate that institutions significantly influence income levels. But the measure of geography and 

trade, once institutions are controlled for, have a weak effect on the growth rate of income. La 

Porta, Lopez-De-Silanes, and Shleifer (2008), summarizing a series of their earlier works (La Porta 

et al. 1997; 1998) argued that legal origins, broadly interpreted as “persisting mechanisms of social 

control of economic life,” have important consequences for legal and regulatory structures as well 

as for the economic performance. Their important contribution was that the differences in today’s 

socioeconomic outcomes could be traced back to fundamental variations in legal traditions—with 

the common law proving more conducive to economic success as compared to civil law. Vedia-

Jerez, Daniel and Coro (2016), using contract intensive money (CIM) as a proxy for institutional 

quality, found that institutions have had a substantial impact on the long-run economic growth of 

South American countries. In a country specific study, Nirola and Sahu (2019) explored the 

interactive effects of the size of government and institutional quality across states of India. They 

found that government consumption negatively impacts economic growth. But the extent of the 

negative impact of the government size is mitigated with better institutional quality, i.e., the higher 

a state’s quality of institutions, the less severe the adverse impact of government expenditure on 

the economic growth of that state. 

Another group of empirical studies has explored the freedom-growth nexus. Scully (1988) 

has analyzed the link between political, civil, and economic freedom and economic growth using 

the Gastil index of civil liberty and political rights. His analysis showed that politically open 

societies grow at three times the growth rate of countries where these freedoms are limited. 

Flachaire, García-Peñalosa, and Konte (2014) studied the role of political institutions measured by 
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the degree of democracy and economic institutions measured by the index of economic freedom 

on economic growth. Their findings show that the influence of economic institutions on growth is 

larger in low-democracy than the high-democracy regimes, and political institutions only 

indirectly affect growth by determining the regime type. Buterin, Škare and Buterin (2017) using 

the economic freedom index as a measure of institutional quality, tested the impact of institutions 

on economic growth and expansion of the share of exports in GDP in a number of transition 

economies. Their results support the hypothesis of a positive and significant effect of institutional 

reform on economic growth. On the contrary, Barro (1996) found that the overall impact of 

democracy on economic growth is weakly negative, and there is some indication of a nonlinear 

relationship between the two, where democracy positively affects growth at low levels of political 

freedom but has a negative impact on economic growth when a moderate level of political freedom 

is attained. Some other studies (e.g., De Haan, J. and Siermann 1998; De Haan and Sturm 2000; 

Ganau 2017) found no relation between political and economic freedom and output growth. 

Though the empirical studies have largely demonstrated the role of institutions as the 

important determinants of long-run growth, certain aspects of institutions and growth literature 

require further scrutiny. First, the literature largely remains silent on the transmission mechanism 

of the effect of institutions on economic growth. Second, most econometric studies on the 

institutions-growth nexus suffer from endogeneity, measurement error, and specification issues 

(De Haan and Sturm 2000; Dollar and Kraay 2003; Doucouliagos and Ulubasoglu 2006). These 

econometric complications result from the use of composite indices that integrate several variables 

with differing impacts and less sophisticated estimation methods. The composite indices also 

restrain understanding of which aspects of institutions are more important for growth across 

different development stages. Third, the literature, with a few exceptions, assumes the direction of 

causality running from institutions to economic growth without exploring the likelihood of reverse 

causality. This study aims to fill these gaps in the literature. 

 

3. Measurement of Institutions 

Despite the substantial progress being made over the recent decades in collecting comprehensive 

sets of data, the measurement of institutions is still in its nascent period of development and 

therefore one of the less understood areas. The empirical research on the institution-growth nexus 



7 
 

(Knack and Keefer 1995; Flachaire, García-Peñalosa, and Konte 2014; Ganau 2017; Antonakakis 

et al. 2017 and most of the studies reviewed above) largely adhere to using readily available 

composite institutional indices. The widely used measures include Worldwide Governance 

Indicators (WGI) (Kaufmann, Kraay, and Mastruzzi, 2011); Economic Freedom of the World 

index (Gwartney et al., 2018); index of Economic Freedom (Miller, Kim, and Roberts, 2018); 

Freedom in the World index by Freedom House; Business Environment Risk Intelligence index 

(BERI); International Country Risk Guide (ICRG) indicators by Political Risk Services Group; the 

Polity index by Center for Systematic Peace (CSP) and the Global Competitiveness index by the 

world economic forum. 

These measures of institutions while containing tremendous information suffer from a 

number of limitations as subjective aggregated indices. First, technical complications, such as 

measurement error, endogeneity, multicollinearity among sub-indicators, and loss of specificity 

due to the agglomeration of the different variables into a single composite index (see Moers, 1999 

and Chang, 2011). Second, the application of the simple averaging method and equal weighting 

for aggregating sub-indicator into an index, besides ignoring the relative importance of indicators, 

leads to a biased representation of variables with huge missing values. For instance, the Economic 

Freedom of the World index (EFW) leaves out the indicators with missing values and takes an 

average of the remaining variables. But in the end, the resulting index is reported as a composite 

index of certain indicators, including the ones with missing values, which, in effect, are not part 

of the calculation. This, at best, is misleading. 

Moreover, certain sub-indices become incomparable across institutional dimensions, 

across time or across countries in some cases because they are based on different indicators. Take 

the example of the Area 2 sub-index of the EFW for the Bahamas, Barbados, Iran, Rwanda, etc., 

for 2005. The index for the Bahamas comes from 3 out of 9 indicators different from the 4 out of 

9 indicators used for creating the index for Barbados, Iran, and Rwanda. This results in (a) an 

inaccurate ranking of countries with missing data for different indicators, (b) an unreasonably high 

or low value of the index for some countries, and (c) the final index being incorrectly reported as 

if it is an index of nine indicators. This problem is extensive in all datasets before 2020. The 2020 

dataset uses the “autoregressively back-casting” method to fill up some cases of missing values. 

But still, the problem persists. Moreover, the application of an autoregressively back-casting 
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exercise in the 2020 dataset suddenly changes the values of indices, which is unusual. We had to 

look at the dataset very closely while selecting indicator components to overcome these challenges. 

We have used a mix of the complete case analysis (CCA) and dropping variables (DV) methods 

to address the challenge of substantial missing data. And multiple imputation method is used for 

calculating missing values for variables with a couple of missing values. 

Third, most of these indices (the polity IV, Fraser institute’s Economic Freedom of the 

World index, freedom house’s index of Political Rights and Civil Liberty, the heritage foundation’s 

index of Economic Freedom, etc.) include certain components which are not directly relevant to 

the notion of institutions. By definition, objective, and construction, these indices are designed to 

measure policy outcomes or the extent of economic, civil, or political freedom across countries, 

not exactly the quality of the rules of the game—institutions. In other words, as noted in De Haan, 

Lundström, and Sturm (2006), amongst other shortcomings, it is not entirely clear whether the 

composite measures of economic freedom capture institutions or policies. While some indicators, 

like protection of property rights, regulations, and the legal structure, are part of the institutional 

context, others can be seen as measures of liberty and policy choices uncorrelated with institutional 

constraints. The use of the composite freedom indices as proxies for institutional quality is, 

therefore, an inadvertent detraction from the objective of assessing the importance of institutional 

quality toward analyzing the impact of freedom and policy measures on economic growth. 

Similarly, the index of worldwide governance indicators that is extensively used in the 

literature captures mostly governance rather than institutional environment. Conceptually, 

‘institutional quality’ is different from ‘good governance.’ While institutions are largely 

understood as rules of the game that constrain behavior (North, 1990), governance refers to the 

actual governance of contractual relations and the “play of the game” (Williamson, 2000, 597). 

Also, according to Williamson (2000), institutions are comprised of embedded formal and 

informal rules, such as property rights and bureaucracy, etc., that change significantly slower than 

the speed by which governance changes. 

In this paper, we intend to address these shortcomings by creating two weighted indices of 

institutional quality using explanatory factor analysis. Our primary objective here is to choose 

indicator components that are closely related to the meaning of the term institutions understood as 

‘rules of the game’ in institutional theory (e.g., Coase, 1960; Olson, 1982; North, 1990; Cheung, 
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1970; Lueck, 1995 and others). According to Douglas North, institutions are “the humanly devised 

constraints,” including informal constraints (e.g., customs, traditions, sanctions, taboos, and codes 

of conduct) and formal rules (e.g., constitution, regulations, laws, property rights) that structure 

social, political and economic interactions (North, 1990, 10). All major works of Douglas North 

(e.g., North, 1973, 1990, 1981, 2006) emphasize on protection of property rights, credible 

commitments understood as effective enforcement of property rights and contractual 

arrangements, enhanced rule of law and independent judiciary as factors with decisive role in 

explaining economic growth and change. North considers the two main institutions—property 

rights and contract enforcement as the significant causes of the 17th-century English industrial 

revolution.  

North’s critics, however, purport that the weakness of his theory is that he extensively 

emphasizes property rights for economic growth, while there are also non-institutional factors that 

play a significant role in the economic development of societies (Demsetz, 2008, 65-82). For North 

(1981, 21; 1990, 33), property right is the right to exclude. This notion has been criticized as too 

legalistic (Faundez, 2016). It is also not apparent whether the rules of the game for Douglas North 

are just heuristic devices that would assist us in understanding economic processes or are the cause 

that determines the activity of individuals (Faundez, 2016). 

Similarly, Greif (2006, 30) understands institutions as interrelated equilibria “of rules, 

beliefs, norms, and organizations that together generate a regularity of (social) behavior.” Ronald 

Coase emphasizes the crucial role of the legal system in a world of positive transaction costs, 

though he does not provide a detailed account of market-supporting institutions (Medema, 2011). 

Williamson and Ostrom, however, emphasize “institutional arrangements (governance structures)” 

rather than “institutional environment—rules of the game (Spithoven, 2019). Acemoglu and 

Robinson (2012) follow the footsteps of the North and provide a political-economic model through 

which they describe the persistence of inefficient institutions as driven by the vested interests of 

the political elites who prefer sustaining a structure that best serves their interest. The old 

institutional economists have quite the same understanding of the role of institutions as 

“constraining and enabling behavior” that shapes beliefs, values, and preferences (Rutherford, 

2013, 347), though they differ in their “methodology and normative stances” from the new 

institutionalists (Spithoven, 2019). 
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In this paper, we, therefore, use indicators of the disaggregated dimensions of formal 

economic institutions of property rights, laws and contract enforcement, and regulatory structures. 

We have retrieved the data for 21 selected variables from the database of economic freedom of the 

world (Gwartney et al., 2018) and the database of the worldwide governance indicators (Kaufmann 

et al., 2011) and applied factor analysis to create indices. In order to avoid one variable having an 

undue influence on principal factor components, we have standardized the variables to have zero 

means and unit variances at the start of the analysis (Nardo et al., 2005). The data varies 

approximately between 0 and 1, with higher values corresponding to better institutional quality. 

We have applied principal component factor analysis to extract factors. It is the most preferred 

method for creating composite indices as it allows for the construction of weights (JRCEC, 2008, 

69). We have used varimax rotation to minimize the number of individual indicators that have a 

high loading on the same factor and obtain a simpler structure of factors in which each indicator 

is loaded exclusively on one of the retained factors. The indicator components are distinguished 

into two groups, legal system and property rights and regulatory quality, based on their loadings 

to one of the two groups. We used the Kaiser–Meyer–Olkin (KMO) measure to verify the sampling 

adequacy for the analysis. 𝐾𝑀𝑂 = 91.8 suggests that the sample size is adequate for factor analysis. 

Average Bartlett’s test of sphericity [𝜒2 = 2147; 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.001] shows that the correlations 

between indicators were sufficiently large for PCA. Based on the scree plots and Kaiser rule of 

eigenvalues greater than 1, we retained only 2 components. On average, component 1 explains 

77.9 percent, and component 2 explains 13.33 percent of the variance in data. The average 

cumulative variance explained by the two components is 81.23 percent. Individual indicators’ 

weights showing the level of importance of each indicator in sub-indices are computed using 

equation 1, and indicators are aggregated into sub-indices of legal system property rights and 

regulatory quality using equation 2. 

𝑊 = … … … 1  𝐼 = ∑ 𝑋 𝑊 … … … … … 2 

Where 𝑊  is the weight of indicator 𝑖 in factor 𝑗, 𝐿  is the loading of 𝑖 − 𝑡ℎ indicator in 𝑗 − 𝑡ℎ 

factor, 𝐹  is the total variance explained by 𝑗 − 𝑡ℎ factor, 𝐼  is the sub-index 𝑗 and 𝑋  is the vector 

of the original standardized indicators. Factor analysis is applied separately for each year (Table 

10 and figure 2 in the appendix provide factor loadings and scree plots across years). 
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 The legal system and property rights index is composed of 16 indicators, including judicial 

independence, impartial courts, protection of property rights, military interference in the rule of 

law, integrity of legal system, legal enforcement of contracts, reliability of police, regulatory trade 

barriers, centralized collective bargaining, mandated cost of worker dismissal, impartial public 

administration, tax compliance, control of corruption, government effectiveness, regulations, and 

rule of law. The regulatory quality index consists of 5 variables—administrative requirements, 

licensing restrictions, starting business,1 regulatory burden, and hiring and firing regulations.2 For 

robustness check, we have created a conventional weighted composite index combining subindices 

of legal system and property rights and regulatory quality. Pearson’s rank correlation, given in 

figure 1, shows a positive rank correlation between GDP per capita and our measures of 

institutional quality.  

Figure 1: Pearson’s rank correlation (GDP per capita and the measures of institutions) 
 

 
 
 

4. Data and Estimation Methodology 

The dataset in this study covers 87 countries (44 high-income and 43 middle-income) over the 

period 2000-2020. The sources of the data are world development indicators (WDI)—World Bank, 

 

1 The extent to which regulations and bureaucratic procedures restrain entry and reduce competition. 
2 We dropped a couple of indicators from Area 4 of EFW that were relevant to our perception of institutions but had 
extensive missing values. We excluded Area 1 because it is all about the size of the government. We have included a 
direct independent variable in the model that captures the size of the government. Adding this area to the index would 
have led to duplication and identification issues. Similarly, we left out some variables from Area three and Area four, 
like “control of the movement of capital and people,” “Freedom of foreigners to visit,” “capital controls,” etc., as they 
do not relate closely to our perception of institutions. 
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world economic outlook (WEO)—IMF, Penn World Table (PWT 10.0), Fraser institute’s database 

of the economic freedom of the world, and the Worldwide Governance Indicators, World Bank. 

The data for real GDP per capita, gross capital formation, and trade volume are drawn from the 

WDI database. The government expenditure data is from the WEO database, IMF, and the 

education index3 from Penn world table 10.0 is used as a proxy for human capital. For the 

institutional indicators, we relied on the Fraser institute’s database of the economic freedom of the 

world (Gwartney et al., 2018) and worldwide governance indicators (Kaufmann et al., 2011). 

Variables used for the analysis and their respective measuring units are listed in table 1 below. 

Table 1: Variables and Measurement Units 

Code Variables Units Source 
    
ln_rgdppc-ln_rgdppct-1 log real GDP per capita growth rate WDI, WB 
ln_rgdppcgt-1 lag log real GDP per capita growth rate WDI, WB 
gexp government total expenditure percent of GDP WEO, IMF 
gcf domestic investment percent of GDP WDI, WB 
hc human capital years of schooling*return 

to education 
PWT 

trade volume of trade of goods and 
services 

percent of GDP WDI, WB 

lspr legal system and property 
rights index 

Index EFW & WGI 

regu regulation index Index  EFW & WGI 
comp_inst composite index of 

institutions 
Index EFW & WGI 

    
 

Some macroeconomic studies of growth accounting use the five years average filtering of 

the variables aiming to avoid business cycle fluctuations. However, as highlighted in Attanasio, 

Picci, and Scorcu (2000) and Salahuddin, Islam, and Salim (2009), this practice might lead to a 

massive loss of annual information and cross-sectional heterogeneity without much success in 

removing business cycle effects. We thus prefer to use the annual data for all the variables from 

2000 to 2020. 

 

3 The index is based on years of schooling and returns to education. 
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Estimating dynamic panel models is often problematic because the lagged dependent 

variable and the equation's disturbance terms are correlated (see Nickell, 1981). This causes the 

traditional panel data estimators to be inconsistent and biased in the usual large N and small T 

cases. The most favored approach that provides consistent estimation in dynamic models is the 

Generalized Method of Moments (GMM) (Harris and Mátyás, 2004) which was first developed 

by Anderson and Hsiao (1982). GMM generalizes the traditional method of moments (MM) by 

allowing the number of moment conditions to be greater than the number of parameters (Hall, 

2005, 33-37). But it has several advantages over MM and IV approaches. By utilizing the 

maximum (optimal) number of moment conditions, GMM yields more efficient results than 

traditional MM and IV approaches in the presence of heteroscedasticity (Blundell and Bond, 1998; 

Harris and Mátyás, 2004; Siddiqui and Ahmed, 2013). GMM also corrects for the endogeneity 

problem—Nickell bias, omitted variable bias, and unobserved country heterogeneity—in dynamic 

panel models and thus can be used more conveniently to perform inference about the parameters 

in dynamic models (Bond, Hoeffler and Temple, 2001; Leszczensky and Wolbring, 2022; Harris 

and Mátyás, 2004). A significant advantage of GMM over less sophisticated methods like fixed 

effects is that it allows each country to have its specific production function instead of imposing a 

single technology on several heterogeneous cross-sections. A dynamic model estimated by GMM 

also helps in modeling persistence effects and accounting for serial correlation in the error term. 

This method was extensively improved by Arellano and Bond (1991), who introduced the 

two-step first difference GMM as a system of equations. Subsequently, Arellano and Bover (1995) 

and Blundell and Bond (1998) presented the system GMM. They used the lagged differences as 

instruments for endogenous covariates, as they found lagged differences to be more efficient 

instruments. Both difference GMM and System GMM are designed for “small 𝑇, large 𝑁 panels,” 

i.e., fewer time periods and a larger number of cross-sections (Roodman, 2009). This paper uses 

the Arellano—Bover/Blundell—Bond two system GMM to estimate equations 11 and 14. For 

robustness check, we also evaluate the model using one step system GMM.  

Following Mankiw, Romer, and Weil (1992), we start with a standard endogenous growth 

model considering a representative country having the following production function. 

𝑌 = 𝐴 𝐾 𝐻 𝐿 … … … … … … … … … … … . .3 
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Where 𝑌, 𝐴, 𝐾, 𝐻, and 𝐿 are the standard notations for output, total factor productivity, physical 

capital, human capital, and labor. 

We assume that the economies under investigation are characterized by a production function that 

exhibits the standard characteristics of twice continuously differentiable, constant return to scale, 

and diminishing marginal products, formally: 

𝐹 (𝐾, 𝐻, 𝐿, 𝐴) > 0, 𝐹 (𝐾, 𝐻, 𝐿, 𝐴) > 0, 𝐹 (𝐾, 𝐻, 𝐿, 𝐴) > 0, 𝑓(0) = 0 

𝐹 (𝑘, ℎ, 𝑙) < 0, 𝐹 (𝐾, 𝐻, 𝐿, 𝐴) < 0, 𝐹 (𝐾, 𝐻, 𝐿, 𝐴) < 0, 𝑘, ℎ, 𝑙 > 0 

The income per capita for the 𝑖 − 𝑡ℎ representative country is defined as: 

𝑦 ≡
𝑌

𝐿
≡ 𝐴 𝑦 ≡ 𝐴 𝑓(𝑘 , ℎ ) ≡ 𝐴 𝑘 ℎ … … … … .4 

Where 𝑦 =  denotes the output per effective unit of labor. 

The equations of motions of physical capital and human capital are defined as: 

𝑘 = 𝑠 𝑦 − (𝛿 + 𝑔 + 𝑛)𝑘 … … … … … … … … … … … … . .5 

ℎ̇ = 𝑠 𝑦 − (𝛿 + 𝑔 + 𝑛)ℎ … … … … … … … … … … … … . .6 

Where 𝑦 = 𝑌 𝐿⁄  is the level of output  per unit of effective labor, 𝑘 = 𝐾 𝐿⁄  is the stock of capital 

per unit of effective labor, 𝑠  and 𝑠  are the fractions of income invested in physical capital and 

human capital, respectively, 𝑛 is the exogenous growth rate of population and 𝛿 is the depreciation 

rate of capital. 

Equations 5 and 6 imply that the 𝑖 − 𝑡ℎ economy converges to the steady-state equilibrium4 levels 

in terms of effective physical capital and human defined by: 

𝑘∗ =
𝑠 ,

𝑛 + 𝑔 + 𝛿

𝑠 ,

𝑛 + 𝑔 + 𝛿
… … … … … … … … … … … … . .7 

 

4 The steady state equilibrium is defined in terms of effective physical capital and human capital, which satisfies the 
following two conditions: 𝑠 𝑦∗ − (𝛿 + 𝑔 + 𝑛)𝑘∗ = 0 ∧ 𝑠 𝑦∗ − (𝛿 + 𝑔 + 𝑛)ℎ∗ = 0 
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ℎ∗ =
𝑠 ,

𝑛 + 𝑔 + 𝛿

𝑠 ,

𝑛 + 𝑔 + 𝛿
… … … … … … … … … … … … . .8 

Consequently, using equations 4, 7 and 8 together, one can derive the steady-state income per 

capita of 𝑖 − 𝑡ℎ country as the following. 

𝑦∗ ≡
𝑌

𝐿
= 𝐴

𝑠 ,

𝑛 + 𝑔 + 𝛿

𝑠 ,

𝑛 + 𝑔 + 𝛿
… … … 9 

In the standard neoclassical growth theory, variable 𝐴 (total factor productivity) can represent 

technological and other non-technological factors like institutions, climate, etc. Thus, we assume 

that the effect of institutions on growth occurs through total factor productivity5, i.e. 

𝐴 = 𝐼 + 𝜀 … … … … … … … … … … … 10 

Where, 𝐼  is the institutional quality variable and 𝜀  is the error term that captures other 

technological and non-technological factors. Substituting 10 into 9 and taking logs, we get the 

following equation, which we use for estimation: 

𝑙𝑛𝑦 =
𝛼

1 − 𝛼 − 𝛽
. 𝑙𝑛

𝑠

𝑛 + 𝑔 + 𝛿
+

𝛽

1 − 𝛼 − 𝛽
. 𝑙𝑛

𝑠

𝑛 + 𝑔 + 𝛿
+ 𝜃. 𝑙𝑛𝐼 + 𝜀 … 11 

To capture the convergence effect (dynamism) and avoid the omitted variable bias, we add the 

lagged output and the control variables vector into specification 11. 

 

5. Results and Discussions 

5.1. Descriptive Statistics 

The descriptive statistics for the dependent and explanatory variables given in Table 2 indicate that 

the average growth rate of real GDP per capita is 2.2 percent and 1.4 percent for middle-income 

and high-income countries, respectively, with a large discrepancy between countries – as low as   

-21.3 percent and as high as 21.5 percent. As expected, the institutional variables and the human 

capital indicator have the highest mean in high-income countries, indicating the institutional 

superiority of high-income countries and, correspondingly, their developed economic status. The 

 

5 We relax this assumption in section 5.3. 
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descriptive statistics also show that all variables are at their ordinary magnitudes – there are no 

outliers or exceptional values in the dataset.  

The correlation coefficient matrix given in table 3 provides evidence for satisfactory levels 

of correlations between all variables. There are no multicollinearity problems or an exceptionally 

high degree of correlation between variables. As expected, the two subindices of institutional 

quality are highly correlated with the composite index, which indicates some consistency in our 

construction of the metrics of institutions. As there is a high correlation between institutional 

variables, if used together in an equation, that may cause multicollinearity. To avoid this problem 

and analyze the disaggregated effect of institutions, we test different measures of institutions 

independently in separate regressions. 

The impact of Institutions on economic growth is expected to be different based on a 

country’s stages of development, history, and the length of time horizon being investigated. As 

noted by Nawaz, Iqbal, and Khan (2014), there are numerous instances of institutions with similar 

natures and characteristics that have produced extremely different outcomes in different contexts. 

For example, in Latin American countries, similar laws and policies caused varying levels of 

economic development. To reflect on the importance of different types of institutions for the 

different stages of development, the analysis in this paper is carried out using a composite index 

and two disaggregated measures of institutional quality. Also, we isolate the influence of 

institutional quality based on the levels of development by dividing the sample into middle-income 

and high-income groups. 
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Table 2: Descriptive Statistics 

 Middle income countries High income countries 
 Variables  

Obs 
 

Mean 
 Std. 
Dev. 

 Min  Max  
Obs 

 Mean  Std. 
Dev. 

 Min  Max 

 ln_rgdppc 860 0.022 0.038 -0.213 0.356 880 0.014 0.037 -0.156 0.215 
 ln_rgdppct-1 817 0.026 0.030 -0.159 0.127 836 0.017 0.034 -0.156 0.215 
 gcf 893 24.11 7.23 8.93 50.78 903 23.34 4.74 10.66 54.69 
 hc 903 2.38 .45 1.31 3.43 924 3.17 .39 2.08 4.35 
 gexp 903 13.96 4.50 .95 35.66 924 18.56 4.10 8.41 27.93 
 trade 903 73.29 37.84 20.72 220.40 924 113.68 79.01 19.56 442.62 
 lspr 903 .27 .14 0 .61 924 .69 .16 .28 1 
 regu 903 .42 .11 0 .81 924 .47 .16 .06 1 
comp_index 903 .29 .13 0 .65 924 .68 .16 .30 1 

 
 
 
 

Table 3: Matrix of Correlation Coefficients  
 

   
Variables 

ln_rgdp
pc 

ln_rgd
ppct-1 

gcf hc   gexp trade lspr regu comp
index 

ln_rgdppc 1.000         

ln_rgdppct-1 -0.431 1.000        

gcf 0.285 0.337 1.000       

hc 0.366 0.333 0.090 1.000      

gexp -0.258 -0.226 -0.180 0.470 1.000     

trade 0.265 0.041 0.052 0.262 0.031 1.000    

lspr 0.505 0.514 0.325 0.504 0.528 0.373 1.000   

regu 0.257 0.240 0.228 0.220 0.090 0.371 0.107 1.000  

comp_index 0.594 0.566 0.311 0.698 0.489 0.403 0.890 0.618 1.000 
 

5.2. Panel unit root test and descriptive statistics 

The literature includes several methods of panel unit root tests with various advantages over one 

another. In this paper, we use the panel unit-root test proposed by Im, Pesaran, and Shin (2003) to 

test the presence of unit root in the data. Based on the (augmented) Dickey-Fuller statistics 

averaged across the groups, the IPS test entails estimating the following model. 
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∆𝑌 = 𝛼 + 𝜌 𝑌 , + 𝛽 ∆𝑌 , + 𝜇 𝑡 + 𝜃 + 𝜀 … … … … … 12 

Where ∆ is the first difference operator, 𝜇  and 𝜃  are the country-specific fixed effect and time 

effect, respectively, and 𝑘 is the lag length. The null hypothesis for the test is 𝜌 = 0, against the 

alternative hypothesis of 𝜌 < 0𝑓𝑜𝑟𝑎𝑙𝑙𝑖 = 1,2,3, … , 𝑁. IPS statistic is defined as: 

𝑍 =
√𝑁 𝑡 − 𝜇

𝜗
… … … … … 13 

Where 𝑡 = ∑ 𝑡 , 𝜇  and 𝜗  are the mean and variance, respectively and 𝑡  is the t-statistic 

of 𝛽 = 0. The test results reported in Table 4 show that the human capital series is integrated of 

order one for both samples and government expenditure is integrated of order one in the sample of 

high income countries. We, therefore, include the first difference of these variables on the right 

hand side of the respective equations. The three indices of institutions, the growth rate of output 

per capita, measures of domestic investment and trade volume, and government expenditure—in 

middle income sample, are all stationary at levels I(0).  
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Table 4: Results obtained from Im, Pesaran, and Shin panel unit root tests 

 

 Middle Income Countries Conclusio
n 

High Income Countries  
Conclusio

n Variables Level Difference Level Difference 
       
rgdppcg -4.174 

(0.000) 
 I(0) -7.482 

(0.000) 
 I(0) 

gcf -3.320*** 
(0.000) 

 I(0) -5.142*** 
(0.00) 

 I(0) 

hc 3.9972 
(1.00) 

3.743*** 
(0.08) 

I(1) 3.365.48 
(0.999) 

3.177*** 
(0.0985) 

I(1) 

trade -3.647 
(0.000) 

 I(0) -4.2467 
(0.000) 

 I(0) 

gexp -2.99*** 
(0.001) 

 I(0) -1.173*** 
(0.120) 

-8.486*** 
(0.000) 

I(1) 

lspr -4.924*** 
(0.00) 

 I(0) -4.432*** 
(0.00) 

 I(0) 

regu -11.337*** 
(0.00) 

 I(0) -11.349 
(0.000) 

 I(0) 

comp_index -6.724*** 
(0.00) 

 I(0) -7.918*** 
(0.01) 

 I(0) 

P-values in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
Note: H0: All panels contain unit roots. H1: Some panels are stationary 
 

5.3. Empirical Results 

The regression results showing the impact of institutional quality on economic growth are given 

in tables 6 and 7 for the middle-income and high-income countries, respectively. The dependent 

variable is the growth rate of real GDP per capita. Explanatory variables include domestic 

investment, human capital, the volume of trade of goods and services, government consumption, 

and the measures of institutional quality. The first lag of the dependent variable is also included 

on the right-hand side as a control variable to make the model dynamic and capture the 

convergence effect. Other things equal, we would expect countries starting poorer to experience a 

higher rate of growth as they face lower labor to capital ratio, thus higher marginal products of 

capital – the idea that was first proposed by Solow (1956). Another control variable in the model 

is the size of the government measured by general government total expenditure. A minimum level 
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of government consumption for the provision of basic services is always essential. However, if the 

size of the government is too large, it may negatively impact economic growth from the supply 

side. This is evident from the neoclassical growth models with government expenditure. However, 

it might also positively impact the output from the demand side. The results of this study indicate 

that initial income and government consumption are negatively correlated with output growth. The 

negative effect of government consumption might be due to its adverse impact on saving or its 

crowding-out effect on the level of private investment. These findings are consistent with the 

earlier studies (e.g., Barro, 1991; Mankiw, Romer and Weil 1992; Romero-Ávila and Strauch, 

2008; Bergh and Karlsson, 2010). 

All institutional indices are positively and significantly related to the GDP per capita 

growth rate in both the samples of middle-income and high-income countries. While regulatory 

quality is found to have a comparatively higher impact on economic growth in high income 

countries, the quality of legal system and property rights assumes more importance for boosting 

economic growth in middle-income countries. This implies that for an average middle income 

country, improving the quality of its legal system and protecting and enforcing property rights is 

critical for improving economic growth. But an average high income country, which has already 

obtained a threshold level of the quality of the legal system and property rights, will gain a higher 

growth rate by relaxing regulatory restrictions on product and labor markets. The values of the 

estimated coefficients of the index of legal system and property rights for middle-income and high-

income countries (column 1 in tables 5 and 6) imply that a 1 unit increase in the quality of the legal 

system and property right increases the long-term growth rate of real GDP per capita of an average 

middle-income country by 9 percent and that of an average high-income country by 3.05 percent. 

These results imply that secure property rights and an independent judicial system reduce 

individuals’ and firms’ risk of incurring investment losses by facilitating the effective enforcement 

of contracts. This, in turn, encourages investment, innovation, and profitable exchange among the 

economic actors, which are the features of a prospering modern economy. 

The coefficients of the variable regulatory quality (column 2 in tables 5 and 6) show that a 

1 point increase in regulatory quality leads to a 2.23 percent increase in per capita output of an 

average middle-income country and a 6.88 percent increase in the per capita GDP of an average 

high-income country. This finding is in line with the hypothesis that lower regulatory restrictions 
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reduce transaction costs, including information costs, contract enforcement costs, policing, 

bargaining costs, etc., and facilitate the productive employment of capital resources by providing 

a conducive environment for exchange and economic activities. In a nutshell, the results indicate 

that over the period 2000-2020, middle income countries, on average, gained more from 

improvements in the quality of property rights and improved legal systems, and high-income 

economies benefited more from better regulatory quality in the form of lesser administrative and 

regulatory restrictions. 

Among non-institutional factors, the conventional covariates of human capital, trade, and 

investment are found to have consistently positive effects on economic growth. A 1 percent 

increase in the volume of trade as a percentage of GDP has improved the growth rate of real GDP 

per capita by 6.5 percent and 1.3 percent in an average middle-income and high-income country, 

respectively (see column 3 in tables 5 and 6). The greater magnitude of the impact of the volume 

of trade for economic growth in the context of middle-income countries can be justified by the fact 

that as middle-income countries are not yet fully integrated into the global market, the growth 

benefit of imports and exports (the marginal productivity of trade flow) accruing to these countries 

is relatively higher than for fully integrated high income countries.  

The results further indicate a positive and significant influence of human capital for both 

high-income and middle-income countries and a comparatively higher impact of human capital on 

economic growth in the context of middle-income countries. A 1 point increase in the human 

capital index increases economic growth by 7.2 percent in an average middle-income country and 

4.7 percent in an average high-income country (column 3 in tables 5 and 6). This result shows that 

human capital is a crucial factor in the production process that determines the ability of an economy 

to manage its other factors of production and enhance innovation and productivity. The effect of 

domestic investment on growth is also significant at any conventional level for both groups of 

countries. The findings are in line with the existing studies on the relationship between human 

capital, trade liberalization, investment, and economic growth (Teixeira and Queirós, 2016; 

Dritsakis and Stamatiou, 2016; Alam and Sumon, 2020).  
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Table 5: Regression results for Middle income countries 

 

 Two step system GMM One step system GMM 
Explanatory 
variables 

(1) (2) (3) (4) (5) (6) 
rgdppcg rgdppcg rgdppcg rgdppcg rgdppcg rgdppcg 

rgdppcg_1 -0.363** -0.382*** -0.331** -0.221* -0.287** -0.184 
 (0.1118) (0.1037) (0.1156) (0.0980) (0.1058) (0.0946) 
       
gcf 0.0351*** 0.0384** 0.0337** 0.0259*** 0.0325*** 0.0242*** 
 (0.0014) (0.0014) (0.0014) (0.0013) (0.0014) (0.0013) 
       
hc 0.0725 0.128** 0.0726 0.0979*** 0.130*** 0.0950*** 
 (0.0389) (0.0456) (0.0390) (0.0129) (0.0162) (0.0131) 
       
gexp -0.0252** -0.0318*** -0.0253** -0.0284*** -0.0315*** -0.0274*** 
 (0.0078) (0.0075) (0.0081) (0.0034) (0.0036) (0.0034) 
       
trade 0.0612* 0.0105** 0.0650* 0.0604*** 0.0935*** 0.0610*** 
 (0.0023) (0.0043) (0.0033) (0.0061) (0.0047) (0.0054) 
       
lspr 0.090**   0. 087***   
 (0.1306)   (0.0393)   
       
regu  0.0223*   0.0173**  
  (0.0665)   (0.0186)  
       
compindex   0.094**   0.091*** 
   (0.1404)   (0.0380) 

 
No. of obs. 809 809 809 809 809 809 
No. of groups 43 43 43 43 43 43 
No. of inst. 8 8 8 8 8 8 
AR2(p-value) 0.198 0.243 0.215 0.618 0.507 0.630 
Hansen (p-
value) 

0.202 0.215 0.201    

Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
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Table 6: Regression results for high income countries 

 

 Two step system GMM One step system GMM 
Explanatory 
variables 

(1) (2) (3) (4) (5) (6) 
rgdppcg rgdppcg rgdppcg rgdppcg rgdppcg rgdppcg 

rgdppcg_1 -0.00374 0.0668 0.0271 0.0535 0.105* 0.0654 
 (0.0554) (0.0455) (0.0526) (0.0514) (0.0473) (0.0506) 
       
gcf 0.0302*** 0.0251*** 0.0291*** 0.0246*** 0.0193*** 0.0239*** 
 (0.0018) (0.0015) (0.0018) (0.0013) (0.0013) (0.0013) 
       
hc 0.0519 0.0474* 0.0470 0.0680*** 0.0365** 0.0681*** 
 (0.0269) (0.0215) (0.0272) (0.0111) (0.0125) (0.0119) 
       
gexp -0.0147** -0.00907** -0.0122* -0.0149*** -0.00727*** -0.0140*** 
 (0.0050) (0.0033) (0.0047) (0.0023) (0.0020) (0.0022) 
       
trade 0.0165 0.00182 0.0132 0.0195*** 0.00476 0.0175*** 
 (0.0021) (0.0031) (0.0051) (0.0043) (0.0049) (0.0055) 
       
lspr 0.0305**   0.0319***   
 (0.0500)   (0.0140)   
       
regu  0.0688**   0.0645**  
  (0.0288)   (0.0116)  
       
compindex   0.0597***   0.0580** 
   (0.0493)   (0.0111) 

 
No. of obs. 836 836 836 836 836 836 
No. of groups 44 44 44 44 44 44 
No. of inst. 8 8 8 8 8 8 
AR2 (p-value) 0.432 0.549 0.398 0.411 0.587 0.432 
Hansen (p-
value) 

0.409 0.119 0.413    

Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 
 
5.4. The transmission mechanism of the influence of institutions 

To investigate the transmission channel of the effect of institutional quality on economic growth, 

we estimate equation 14 below, where we have introduced an interaction term between institutions 



24 
 

and investment variables to determine the level of effect of institutions on the impact of investment 

on economic growth.  

𝑙𝑛𝑌 = 𝛼 + 𝛽 𝑙𝑛𝑌 , + 𝜃 𝑙𝑛𝐾 + 𝛾 𝑙𝑛𝐻 + 𝛿 𝐼 + 𝜌 (𝐼 ∗ 𝑙𝑛𝐾 ) + 𝜎 𝑋 + 𝜀 … … 14 

Where 𝑌  is the output, 𝐾  is the investment, 𝐻  the human capital, 𝐼  the institutional variable, 

and 𝑋  is a vector of control variables. The coefficients of the investment variable in tables 5 and 

6 show the impact of domestic investment on economic growth when the institutional indicator is 

also included as an independent variable in the model. A 1 percent increase in domestic investment 

as a percentage of GDP increases economic growth by 3.37 percent in an average middle-income 

country and 2.91 percent in an average high-income country (see column 3, tables 5 and 6). When 

an interaction term is introduced in the model to capture the transmission channel of the effect of 

institutions, the magnitude of the impact of investment on the growth rate of GDP per capita 

significantly improves. Now, a 1 percent increase in domestic investment as a percentage of GDP 

leads to an 8.1 percent6 increase in economic growth in an average middle-income country and a 

6.6 percent7 rise in the growth rate of an average high-income country (see columns 1 and 2 in 

table 7). 

To minimize the overfitting of the model, we have paid careful attention to the number of 

instruments utilized in the GMM estimator. Roodman (2009) noted that the risk of instrument 

proliferation is very high in the difference and system GMM. A higher number of instruments 

weaken the power of the Hansen test of over-identification and overfit endogenous variables. 

Roodman (2009) suggests that, as a rule of thumb, the number of instruments should be lower than 

the number of groups. The number of instruments in our analysis is kept far below the number of 

cross-sections. In our model, we consider that the explanatory and control variables of the model 

are endogenous or at least pre-determined due to the inclusion of lagged dependent variable on the 

right hand side and presence of reverse causality among variables. Therefore, we have used lagged 

first-differences of explanatory and control variables as instruments in the iv-style. Extabond-2 is 

used for estimating system GMM, which yields more robust standard errors. We have also tested 

for over-identification of instruments using the Hansen test, which has the null hypothesis of “over-

 

6 8.1 = (0.069 + 0.3 ∗ 0.04) ∗ 100 
7 6.6 = (0.057 + 0.681 ∗ 0.014) ∗ 100 
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identifying restrictions are valid,” and second-order autocorrelation using the Arellano-Bond 

(AR2) test with the null hypothesis of “no auto-correlation.” The test results, reported with the 

regression outcomes, support the instrument’s validity and the absence of 2nd-order serial 

correlation in the model. 

 

Table 7: Impact of Institutions on Economic Growth through Investment 

 Two step system GMM One step system GMM 
Explanatory 
variables 

(1) (2) (3) (4) 
rgdppcg rgdppcg rgdppcg rgdppcg 

 Middle income High income Middle income High income 
rgdppcg_1 -0.354** -0.0610 -0.224* 0.0518 
 (0.1105) (0.0841) (0.0985) (0.0648) 
     
gcf 0.0696** 0.0570* 0.0587*** 0.0396*** 
 (0.0025) (0.0250) (0.0007) (0.0057) 
     
hc 0.0553 -0.0370*** 0.0726*** -0.0303*** 
 (0.0392) (0.0060) (0.0097) (0.0028) 
     
gexp -0.0289*** -0.000533* -0.0293*** -0.000541*** 
 (0.0082) (0.0002) (0.0033) (0.0001) 
     
trade 0.0629* 0.0236*** 0.0643*** 0.0212*** 
 (0.0003) (0.0049) (0.0001) (0.0020) 
     
comp_index 0.0978* 0.0663*** 0.0834*** 0.0600*** 
 (0.2538) (0.1857) (0.0836) (0.0849) 
     
comp_index*gcf 0.0403** 0.0139** 0.0344** 0.0142* 
 (0.0081) (0.0087) (0.0024) (0.0035) 

 
No. of obs. 809 836 809 836 
No. of groups 43 44 43 44 
No. of inst. 9 10 9 10 
AR2 (p-value) 0.254 0.137 0.657 0.176 
Hansen (p-value) 0.433 0.519   

Standard errors in parentheses 
* p < 0.05, ** p < 0.01, *** p < 0.001 
 

The question of whether institutions follow or lead economic growth continues to be 

debated in the literature. On the one hand, Acemoglu, Johnson, and Robinson (2005) and North 
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(2006), in particular, vigorously support the institutions drive growth direction of causality. 

Conversely, Glaeser et al. (2004) strongly adhere to reverse causality. In the applied research, the 

direction of causality between institutional development and economic growth still stands 

ambiguous and is far less discussed. A few exceptions are (Chong and Calderon, 2000; Lee and 

Kim, 2009; Law, Lim and Ismail, 2013), who found a bi-directional causal relationship between 

the two variables. But these studies do not provide the disaggregated test of causality based on the 

level of income. Further analysis is required to validate the disaggregated patterns of causality 

between institutional quality and economic growth using advanced methods.  

In this paper, we use an extension of the Granger (Granger, 1969) causality test for panel 

data provided by Dumitrescu and Hurlin (2012) to analyze the structure of the causal relationships 

between institutions and economic growth. Using the simple (Granger, 1969) test, one investigates 

whether x causes y (Lopez and Weber, 2017). However, in many economic variables, if there 

exists a causal relationship for a cross section, there is a high probability that it also exists for some 

other cross sections (individuals or countries). In such a case, the causality can be more efficiently 

tested in a panel context with 𝑁 × 𝑇observations (Dumitrescu and Hurlin, 2012). 

The results from the Dumitrescu and Hurlin (2012) Granger non-causality test provided in 

table 8 show a marginal effect of GDP growth on institutions in the context of middle-income 

countries and a strong impact of institutional development on economic growth both in the context 

of high income and middle income countries. This indicates that in middle income economies 

where the level of institutional development is also not much advanced, the two variables cause 

each other. However, the direction of the causality from institutions to growth is more significant 

and stronger than the other way around. Therefore, the deliberate creation of better institutions can 

significantly boost economic growth across both middle income and high income countries.  
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Table 8: Dumitrescu & Hurlin Granger non-causality test results (series: GDPpc growth and 

Institutional Index) 

Sample of Middle Income Countries 

Null Hypothesis 𝑊 𝑍 (p-value) 𝑍~(p-value) 

GDPpc growth does not cause institutional development 2.647
8 
 

4.2773 
(0.008) 

3.2730 
(0.003) 

Institutional development does not cause GDPpc growth 3.793
9 
 

12.3178 
(0.000) 

10.1237 
(0.000) 

Sample of High Income Countries 

Null Hypothesis 𝑊 𝑍 (p-value) 𝑍~(p-value) 

GDPpc growth does not cause institutional development 2.077
3 

3.0529 
(0.041) 

2.5214 
(0.040) 

Institutional development does not cause GDPpc growth 2.389
1 

9.5157 
(0.000) 

7.6848 
(0.000) 

 

We have also tested whether the explanatory variables jointly Granger cause output using 

the recently developed Granger non-causality test by Juodis et al. (2021). The primary advantage 

of Juodis et al. (2021) test over the Dumitrescu and Hurlin (2012) test is that the former accounts 

for ‘Nickell’ bias and provides better finite sample properties in panels with moderate time 

dimensions, unlike the latter, which is theoretically justified only for sequences where → 0 (Xiao 

et al., 2022). The test results reject the null hypothesis that explanatory variables of the model do 

not Granger cause output at a 5 percent significance level. 

 

6. Conclusion 

The main results from the previous sections might be summarized as follows. First, we find that 

our results support the hypothesis that institutional quality exerts a positive and significant effect 

on economic performance. Second, we find that the effect of institutions on economic growth 

varies depending on the stages of economic development. Regulatory quality plays a crucial role 

in economic growth in the high income countries. In contrast, the quality of the legal system and 
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protection of property rights assume a greater significance for growth in middle income countries. 

This implies that countries at different stages of their development trajectories require different 

sets of institutions to prosper. Third, the analysis of the transmission mechanism of the impact of 

institutions reveals that institutions more significantly influence output growth by boosting the 

level and productivity of domestic investment. Finally, the Granger causality test results provide 

evidence for a marginal effect of GDP growth on institutions, but a strong impact of institutional 

development on output growth.  

The significance of the legal system and property rights for middle income countries might 

emanate from the fact that property rights are not well defined and enforced in these countries. 

Corruption is widespread, whereas the judicial systems are not fully independent and often subject 

to interference by executive and military forces in low and middle income countries. These 

complications are less serious in high income countries, since they have already established quality 

legal systems to effectively enforce contracts and protect private property. On the other hand, 

regulatory quality is more relevant for economic growth in high income countries. A small 

improvement in the quality of regulations, in the form of lesser administrative and regulatory 

hurdles, leads to growth benefits, possibly through lower transaction costs.  

The main policy implication of this study is that  well-defined and protected property rights, 

credible rules, an independent legal system, and quality regulations remain the significant 

determinants for long-run economic growth. Overall, the results indicate that at the higher stages 

of development, getting the regulatory environment right encourages more investment and furthers 

growth. In lower levels of development, improving the quality of the legal system and protecting 

private property needs more focus. Thus, the economic policy needs to focus on improving the 

quality of institutions, particularly in middle income and low income countries facing tremendous 

institutional deficiency.  

We should, however, note that these conclusions are based on a sample of 87 HICs and 

MICs over a period of 20 years, and should not be generalized beyond that. Further, given the level 

of aggregation, we do not yet have full information on the exact mechanism by which each 

component of institutional index influences economic growth. It might also be interesting to 

examine the role played by institutions in low income countries, many of which are qualitatively 

distinct from middle and high income countries in often lacking even the most basic of economic 
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institutions. However, lack of adequate data prevented us from examining these questions in 

greater detail in the current study. We leave these questions for future research work in this area. 
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Appendix  

Table 10: Factor loadings  

Indicators 
2020 2019 2018 2017 2016 2015 

lspr regu lspr regu lspr regu lspr regu lspr regu lspr regu  
Judicial Independence 0.90 0.13 0.90 0.11 0.90 0.10 0.89 0.12 0.89 0.07 0.89 0.02  
Impartial courts 0.92 0.29 0.92 0.25 0.92 0.25 0.91 0.29 0.92 0.27 0.93 0.20  
Protection of property rights 0.80 0.43 0.80 0.42 0.81 0.40 0.82 0.38 0.82 0.37 0.83 0.30  
Military interference in the rule of law 0.78 -0.17 0.78 -0.16 0.78 -0.15 0.77 -0.05 0.78 -0.15 0.77 -0.15  
Integrity of legal system 0.95 0.07 0.93 0.13 0.93 0.14 0.94 0.13 0.94 0.07 0.94 0.03  
Legal enforcement of contracts 0.70 0.43 0.71 0.39 0.71 0.38 0.70 0.36 0.73 0.34 0.75 0.26  
Reliability of police 0.74 0.44 0.76 0.39 0.76 0.37 0.77 0.30 0.77 0.37 0.80 0.31  
Regulatory trade barriers 0.79 0.05 0.74 0.17 0.73 0.17 0.71 0.28 0.81 0.01 0.80 0.01  
Hiring and firing regulations 0.16 0.81 0.17 0.83 0.18 0.84 0.12 0.86 0.10 0.80 0.10 0.79  
Centralized collective bargaining -0.13 0.42 -0.08 0.51 -0.08 0.51 0.00 0.56 -0.02 0.37 -0.10 0.42  
Mandated cost of worker dismissal 0.54 0.08 0.55 0.04 0.55 0.04 0.55 -0.02 0.53 -0.06 0.53 -0.01  
Administrative requirement 0.30 0.79 0.31 0.81 0.33 0.80 0.30 0.82 0.30 0.78 0.32 0.73  
Regulatory Burden 0.36 0.64 0.39 0.59 0.37 0.57 0.44 0.46 0.46 0.51 0.55 0.49  
Starting business 0.38 0.26 0.40 0.23 0.41 0.22 0.40 0.26 0.45 0.32 0.46 0.31  
Impartial public administration 0.87 -0.17 0.88 -0.14 0.88 -0.13 0.91 -0.18 0.85 -0.12 0.85 -0.15  
Licensing restrictions 0.15 0.58 0.15 0.57 0.16 0.56 0.21 0.48 0.22 0.47 0.24 0.46  
Tax compliance 0.51 0.39 0.51 0.36 0.51 0.36 0.91 -0.18 0.54 0.38 0.58 0.31  
Control of corruption 0.94 0.18 0.94 0.16 0.94 0.16 0.93 0.21 0.94 0.18 0.94 0.16  
Government effectiveness 0.92 0.29 0.93 0.26 0.93 0.24 0.92 0.28 0.94 0.20 0.94 0.20  
Regulatory quality 0.93 0.21 0.93 0.17 0.93 0.20 0.91 0.27 0.93 0.21 0.93 0.21  
Rule of law 0.94 0.22 0.94 0.20 0.95 0.20 0.94 0.23 0.96 0.17 0.96 0.15  
Eigenvalues 10.96 2.96 11.18 2.93 11.15 2.87 11.56 2.94 11.33 2.51 11.50 2.24  
Variance (%) 0.69 0.18 0.70 0.18 0.70 0.18 0.69 0.17 0.71 0.15 0.72 0.14  
Cumulative Variance (%)     0.87      0.88      0.88      0.86      0.86      0.86  
KMO Measure of Sampling Adequacy  0.920  0.924  0.921  0.925  0.926  0.914  
Bartlett Test of Sphericity 𝜒 =2116; DF = 234; 

P-value = 0.00 
𝜒 =2158; DF = 210; 

P-value = 0.00 
𝜒 =2109; DF = 210; 

P-value = 0.00 
𝜒 =2354; DF = 210; 

P-value = 0.00 
𝜒 =2141; DF = 210; 

P-value = 0.00 
𝜒 =2180; DF = 210; 

P-value = 0.00 
Continued to next page… 
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2014 2013 2012 2011 2010 2009 2008  

lspr regu lspr regu lspr regu lspr regu lspr regu lspr regu lspr regu  
 0.90 -0.08 0.90 -0.01 0.90 -0.03 0.91 -0.05 0.91 -0.04 0.91 -0.08 0.91 -0.10  
 0.95 0.07 0.95 0.12 0.95 0.12 0.96 0.08 0.96 0.08 0.96 0.00 0.96 -0.01  
 0.84 0.12 0.85 0.18 0.85 0.14 0.85 0.13 0.87 0.13 0.87 0.01 0.89 -0.02  
 0.76 -0.18 0.76 -0.21 0.75 -0.20 0.74 -0.25 0.72 -0.27 0.70 -0.21 0.68 -0.16  
 0.92 -0.09 0.92 -0.06 0.92 -0.09 0.91 -0.12 0.91 -0.11 0.91 -0.10 0.91 -0.09  
 0.72 0.18 0.73 0.10 0.72 0.09 0.70 0.08 0.71 0.07 0.71 0.07 0.72 0.07  
 0.88 0.11 0.87 0.18 0.88 0.15 0.89 0.15 0.89 0.17 0.90 0.08 0.88 0.09  
 0.80 0.06 0.73 0.28 0.79 0.27 0.81 0.22 0.79 0.20 0.78 0.06 0.79 0.04  
 -0.09 0.62 -0.04 0.73 -0.04 0.69 -0.09 0.65 -0.12 0.70 -0.03 0.89 -0.04 0.87  
 -0.18 0.57 -0.13 0.54 -0.13 0.54 -0.15 0.60 -0.20 0.57 -0.18 0.60 -0.17 0.62  
 0.57 -0.04 0.58 -0.07 0.56 -0.06 0.57 -0.03 0.59 -0.02 0.58 -0.03 0.51 0.02  
 0.33 0.56 0.24 0.73 0.23 0.72 0.25 0.71 0.29 0.75 0.38 0.58 0.40 0.53  
 0.53 0.41 0.33 0.57 0.39 0.51 0.38 0.78 0.44 0.73 0.41 0.84 0.30 0.86  
 0.50 0.31 0.49 0.20 0.49 0.20 0.52 0.12 0.55 0.07 0.49 0.17 0.54 0.19  
 0.85 -0.23 0.85 -0.18 0.84 -0.19 0.84 -0.23 0.87 -0.19 0.86 -0.16 0.86 -0.16  
 0.32 0.44 0.28 0.49 0.38 0.51 0.55 0.52 0.42 0.44 0.40 0.55 0.45 0.53  
 0.58 0.27 0.58 0.29 0.61 0.27 0.61 0.18 0.60 0.20 0.60 0.15 0.60 0.14  
 0.95 0.07 0.94 0.09 0.95 0.06 0.96 0.02 0.96 0.04 0.97 0.01 0.96 -0.01  
 0.95 0.13 0.96 0.09 0.96 0.10 0.97 0.07 0.97 0.06 0.97 0.02 0.96 0.03  
 0.94 0.20 0.94 0.12 0.94 0.13 0.95 0.07 0.95 0.06 0.95 -0.01 0.95 0.00  
 0.97 0.06 0.97 0.04 0.97 0.03 0.97 0.00 0.97 0.01 0.97 -0.05 0.97 -0.05  
 11.78 1.67 11.63 1.96 11.79 1.80 12.00 1.68 12.11 1.73 11.60 2.36 11.63 2.34  
 0.77 0.11 0.75 0.12 0.76 0.11 0.78 0.11 0.77 0.11 0.72 0.15 0.72 0.14  
      0.88      0.87      0.87      0.89      0.88      0.87      0.86  
  0.924  0.917  0.923  0.925  0.929  0.913  0.915  
 𝜒 =2093; DF = 210; 

P-value = 0.00 
𝜒 =2065; DF = 210; 

P-value = 0.00 
𝜒 =2081; DF = 210; 

P-value = 0.00 
𝜒 =2080; DF = 210; 

P-value = 0.00 
𝜒 =2063; DF = 210; 

P-value = 0.00 
𝜒 =2039; DF = 210; 

P-value = 0.00 
𝜒 =2018; DF = 210; 

P-value = 0.00 

 

Continued to next page… 
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2007 2006 2005 2004 2003 2002 2001 2000 

lspr regu lspr regu lspr regu lspr regu lspr regu lspr regu lspr regu lspr regu  
 0.91 -0.14 0.91 -0.14 0.91 -0.11 0.92 -0.07 0.92 -0.07 0.92 -0.03 0.92 -0.05 0.91 -0.16  
 0.97 -0.04 0.96 -0.04 0.96 0.01 0.96 0.06 0.97 0.02 0.97 0.05 0.96 0.07 0.96 -0.11  
 0.88 -0.05 0.89 -0.06 0.89 -0.02 0.87 0.06 0.87 0.00 0.87 0.08 0.88 0.06 0.89 -0.08  
 0.67 -0.19 0.66 -0.16 0.68 -0.13 0.71 -0.11 0.69 0.04 0.71 -0.03 0.75 -0.03 0.76 0.03  
 0.91 -0.09 0.91 -0.05 0.92 -0.01 0.92 0.01 0.91 0.05 0.91 0.09 0.91 0.06 0.91 0.03  
 0.72 0.09 0.75 0.12 0.75 0.16 0.76 0.17 0.75 0.17 0.74 0.24 0.74 0.24 0.73 0.23  
 0.86 0.10 0.76 0.17 0.83 0.18 0.83 0.20 0.83 0.12 0.82 0.13 0.81 0.12 0.80 0.04  
 0.82 0.01 0.84 -0.05 0.84 -0.03 0.84 -0.04 0.90 0.00 0.90 -0.01 0.86 0.06 0.87 0.02  
 -0.10 0.89 -0.10 0.95 -0.13 0.78 0.01 0.75 -0.02 0.80 0.06 0.83 -0.03 0.72 -0.24 0.68  
 -0.16 0.63 -0.18 0.63 -0.23 0.68 -0.20 0.65 -0.22 0.63 -0.21 0.51 -0.22 0.67 -0.24 0.63  
 0.53 0.00 0.54 -0.02 0.55 -0.03 0.57 0.07 0.55 0.15 0.54 0.19 0.54 0.13 0.54 0.29  
 0.39 0.55 0.48 0.54 0.50 0.56 0.53 0.54 0.52 0.49 0.50 0.47 0.44 0.57 0.45 0.52  
 0.31 0.88 0.30 0.84 0.27 0.64 0.20 0.59 0.33 0.59 0.42 0.59 0.36 0.50 0.43 0.49  
 0.60 0.10 0.54 0.11 0.61 0.17 0.63 0.10 0.57 0.05 0.57 0.10 0.57 0.12 0.57 0.27  
 0.85 -0.16 0.85 -0.16 0.87 -0.16 0.87 -0.14 0.87 -0.16 0.88 -0.14 0.89 -0.10 0.89 -0.10  
 0.46 0.48 0.44 0.49 0.41 0.55 0.45 0.53 0.49 0.51 0.42 0.56 0.49 0.45 0.49 0.56  
 0.59 0.11 0.58 0.09 0.60 0.15 0.60 0.10 0.61 0.05 0.62 -0.04 0.60 0.11 0.59 0.04  
 0.96 -0.04 0.96 -0.05 0.97 -0.01 0.96 0.07 0.96 0.02 0.96 0.03 0.97 0.02 0.97 -0.04  
 0.96 0.01 0.97 0.01 0.97 -0.03 0.97 0.03 0.96 -0.04 0.97 -0.02 0.97 -0.02 0.96 -0.05  
 0.96 -0.01 0.96 -0.03 0.96 -0.01 0.96 0.04 0.96 0.03 0.96 0.03 0.96 0.10 0.95 0.08  
 0.97 -0.07 0.97 -0.07 0.97 -0.02 0.96 0.02 0.96 -0.02 0.96 0.01 0.96 -0.03 0.95 -0.13  
 11.68 2.39 11.64 2.68 12.50 1.57 12.42 1.47 12.43 1.34 12.38 1.50 12.20 1.46 12.49 1.17  
 0.72 0.15 0.70 0.16 0.78 0.10 0.79 0.10 0.77 0.09 0.77 0.09 0.78 0.10 0.80 0.08  
      0.87      0.86      0.88      0.89      0.86      0.86      0.88      0.88  
  0.904  0.903  0.922  0.928  0.907  0.905  0.916  0.925  
 𝜒 =2054; DF = 

210; 
P-value = 0.00 

𝜒 =2099; DF = 
210; 

P-value = 0.00 

𝜒 =2035; DF = 
210; 

P-value = 0.00 

𝜒 =1997; DF = 
210; 

P-value = 0.00 

𝜒 =2033; DF = 
210; 

P-value = 0.00 

𝜒 =2057; DF = 
210; 

P-value = 0.00 

𝜒 =2022; DF = 
210; 

P-value = 0.00 

𝜒 =1994; DF = 210; 
P-value = 0.00 
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Figure 2: Scree plots of eigenvalues 

 


